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1 Supermodular game

Definition 1.1. u;(s;, s_;) has increasing differences in (s;, s_;) if for all (s;, §;) and (s_;, 5_;)

such that s; > s; and s_; > 5_;, we have:

wi(Siy S—i) — ui(Siy 5—3) > wi(si,5-;) — ui(8i,5-)

Definition 1.2. wu;(s;, s_;) is supermodular in s; if for each s_;:
wi(8i,5-5) + wi(55,5-5) < wi(si A8y, 5-5) +ui(s; V 8i,5-)

Remark. Note that if S; is linearly ordered (as R), then w; is trivially supermodular in s; as
the above inequality is vacuously satisfied as equality.
Definition 1.3. A (resp., strictly) supermodular game is a game in which for each i:

e 5, is a sublattice of R™

e u; has (resp., strictly) increasing differences in (s;,s_;)

e u; is (resp., strictly) supermodular in s;

Remark. If every players’ strategy is single-dimensional, the definition of supermodular game

boils down to just increasing differences.
Theorem 1.1. Let (S, u) be a supermodular game. Then:

e the set of strategies surviving iterated strict dominance has greatest and least elements

a,a.

e and a,a are both Nash equilibria.



2 Exercise
ECON 6110: 2021 Prelim #1 Question #2

Two students are deciding how long to spend studying for 6110 on the night before the exam.
Let e; be the fraction of the available time student ¢ devotes to studying with 0 < e; < 1.
Assume that the students’ payoffs are

vi(er, ex) =log(l + 3e; — e3) — ey,
U2(61, 62) zlog(l + 362 — 61) — €9.

Note: Please ignore the two action profiles that render one of the value functions
undefined :)

(a) Show that the game is supermodular.
(b) Find the set of rationalizable actions.

(c) Find the Nash equilibria.

Solution:

(a) Each player has one-dimensional strategy, so only the requirement on increasing differ-
ence has bite. Since the payoff functions for both players are C2, we can check for increasing
difference with cross partials. Since

0? 3

A Vil e—i) = >0,
861'86,@1} (6 ¢ ) (1 + 361' — €,i)2

the game is indeed supermodular.

(b) The only rationalizable action is 1 for both players. To find the set of rationaliz-
able strategies, we just need to perform iterated elimination of strictly dominated strategies

(IESDS). This is equivalent to eliminating strategies that are never-best responses.



In particular, taking the first-order condition for each player (and noting that the objective

function for each player is strictly concave for any action taken by the opponent), we have

o ___ 3 __y
de; 14+ 3e;—es
This can be re-written as
e} = BR(es) = 2 262
Step 1: The original action set:
A} =10,1]

Step 2: only a; that is a best response to some belief over player —i’s actions in Step 1

survives IESDS.

2
Al =121
() [37]

Step 3: only a; that is a best response to some belief over player —i’s actions in Step 2
survives IESDS.

2 2
A2=12+21
() [3+97 ]
Generalizing to arbitrary ¢, we have
2 2 2 ‘1
A=+ 4+ . . +=1]=2 —.1
1 [3 + 9 + + 3t7 ] [ 3k7 ]

The 1-truncated geometric series is

i1_ Lo, 1
3 1-1 72

k=1 3
Hence we have
lim 4] = {1
fm A = {1}
so that e; = 1 is the only strategy that survives iterated deletion, and is thus the unique

rationalizable strategy.

(c) Since the only rationalizable strategy is (1, 1), which is indeed a Nash equilibrium, it is

the game’s unique Nash equilibrium.
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